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Disinformation is increasingly a threat to democratic decision-making worldwide. In a changing
geopolitical environment, which is more and more marked by instability, conflict, and war, disin‐
formation campaigns are used by foreign adversaries to destabilize societies by manipulating cit‐
izens and creating distrust in democratic institutions. However, the threat to democracies does
not only come from outside but also from within societies, many of which are struggling with po‐
larization and illiberal tendencies. New technological developments such as natural language
processing tools driven by Artificial Intelligence (AI) (e.g., ChatGPT) and AI-powered image gen‐
erators (such as Midjourney) have the potential to both further accelerate and fight the spread of
disinformation. While Germany and the European Union (EU) have intensified their efforts to
counteract the disinformation environment, more needs to be done – particularly in light of up‐
coming elections such as the vote for the European Parliament in 2025.

A well-informed and educated electorate is a
prerequisite to a flourishing and functioning
democracy. In view of current technological
advancements and manifold challenges, rang‐
ing from a deepening climate crisis, economic
recessions, pandemics, and migration to tec‐
tonic shifts in the geopolitical order, disinfor‐
mation has become a cause for serious con‐
cern. Disinformation has the potential to
destabilize societies and democratic decision-
making. It can polarize public opinion, fo‐
ment anger, exacerbate existing social con‐
flicts, weaken social cohesion, and undermine
trust in democratic institutions and processes.
According to a 2022 survey of the Pew Re‐
search Institute across 19 countries in North
America, Europe, and the Asia-Pacific, the
spread of false information online is the third
greatest concern overall among the issues
tested: A median of 70 percent view the
spread of false information as a top threat.
The Deloitte Cyber Security Report 2021
found that 75 percent of the surveyed deci‐
sion-makers from business and politics con‐
sider fake news a high risk for the German
population (third in the ranking of cyber
risks).
Stakeholders across different levels are inten‐
sifying their efforts to address the challenge
of disinformation, from the EU institutions
and the German Federal Government to civil
society organizations, research initiatives, and

social media platforms. While this policy
brief focuses primarily on government initia‐
tives, it is worth noting that technology com‐
panies have also stepped up their efforts by
monitoring elections, improving content
moderation in some countries, removing fake
accounts, and implementing features such as
providing information about the publisher be‐
low videos with news content from govern‐
ment-funded or publicly funded publishers.

What is Disinformation?
Disinformation is commonly understood as a
form of false information. According to First
Draft News, a leading non-profit organization,
the disinformation environment can be cate‐
gorized into different types of information
based on three elements, namely: 1. the differ‐
ent types of content that are created and
shared, 2. the motivations of those who create
the content, and 3. the way the content is dis‐
seminated. Based on these elements, content
can be labeled as disinformation, misinforma‐
tion, or malinformation: Disinformation is
false or misleading information that is inten‐
tionally disseminated with the intent to cause
harm. Misinformation is false or misleading
information that is spread by a person or insti‐
tution unaware of their error and, therefore,
not disseminated with the intent of causing
harm. Malinformation describes genuine in‐
formation that is shared or disseminated for
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personal or corporate interests to intentionally
cause harm.
A disinformation campaign is a targeted, or‐
ganized information attack on a government,
institution, company, or individual in which
disinformation is used on a large scale with
the purpose of deliberately deceiving or mis‐
leading individuals. The attack can originate
from a host of actors, including governments,
state-backed entities, extremist groups, and
individuals. Tactics include utilizing selective
information, creating false connections be‐
tween facts, and distorting coherent explana‐
tions to falsely attribute blame to adversaries.

Other terminology, which is sometimes used
interchangeably – albeit with shifting and
overlapping definitions – are “fake news” and
“propaganda.” The term “fake news” is often
used to refer to false and misleading news ar‐
ticles. At the same time, it has been captured
by anti-democratic populists against indepen‐
dent media. Therefore, it is less precise and
often politically highly charged. Propaganda
can be defined as information, ideas, and/or
images which are spread with the intention of
influencing people’s opinions. Disinformation
can be part of this.

The Increasing Risk of Disinfor‐
mation
Disinformation is not a new phenomenon but
has gained prominence over the last years, es‐
pecially after Russia tried to alter the outcome
of the presidential elections in the United
States in 2016 through social media disinfor‐
mation campaigns. Disinformation also
played a role in both Germany and the EU in
the run-up to the 2017 Bundestag and the
2019 European elections. The full extent and
the direct impact of disinformation cannot be
accurately determined due to many gray
zones, hidden channels, lack of access for re‐
searchers to social media platforms, and chal‐
lenges in user research. This, however, does
not make it less of a threat.
The dramatic consequences of disinformation
could be witnessed during and after the 2020
presidential elections in the United States.
Among them were false claims that the “elec‐
tions were stolen” from the incumbent Donald
Trump by the Democratic candidate Joe
Biden, assertations that the election process
was rigged and voting machines did not work
properly, as well as false claims alleging elec‐
tion fraud. Disinformation, conspiracy theo‐

ries, and false narratives were important fac‐
tors in the lead-up to the attack on the U.S.
Capitol on January 6, 2021.
The disinformation environment also gained
significant momentum during the COVID-19
pandemic, when much of the world moved
online and uncertainty about the pandemic,
treatment, and vaccinations were high. Tedros
Adhanom Ghebreyesus, Director-General of
the World Health Organization (WHO),
warned in February 2020: “Fake news spreads
faster and more easily than this virus and is
just as dangerous.” He continued: “[W]e’re
not just fighting an epidemic; we’re fighting
an infodemic,” referring to an information
ecosystem that, due to an overwhelming
amount of disinformation, could no longer
function as a trustworthy source of informa‐
tion.
Since then, the awareness of disinformation
and its dangers has risen considerably. How‐
ever, while many governments, including
Germany and the EU, have set up counter
strategies, the phenomenon is nowhere near
under control. On the contrary, the changing
geopolitical environment is expediting the
threat of disinformation campaigns. Russia’s
war against Ukraine not only ended a period
of peace, stability, and prosperity in Europe,
but it also fuels the systemic rivalry between
democracies and autocratic regimes. Democ‐
racy and freedom worldwide are in a histori‐
cally weak moment, according to Freedom
House’s annual report. Antidemocratic al‐
liances are gaining ground.
Attempts to influence public opinion in Ger‐
many, Europe’s largest economy, which has
long been a target for Russian disinformation,
has reached unprecedented heights since Rus‐
sia’s invasion of Ukraine. Using a mix of in‐
ternet resources, social media, satellite televi‐
sion, and traditional radio and television
broadcasting, Russian actors distribute and
amplify large amounts of disinformation nar‐
ratives via text, video, audio, and images to
advance their interests. The strategy has been
described as a “firehose of falsehood” propa‐
ganda model, relying on mass, speed, repeti‐
tion, and pushing the same message from
multiple sources. This pattern is not exclusive
to Russian disinformation campaigns and can
be observed in disinformation efforts by other
actors as well.
Chinese disinformation campaigns have also
gained momentum, showing a significant in‐
vestment by the Chinese government, for ex‐
ample, politicizing the COVID-19 pandemic.
China often acts in unison with Russia on dis‐
information, as a recent study by the German
Marshall Fund’s Alliance for Securing

Democracy shows. For instance, the Chinese
Ministry of Foreign Affairs as well as Chinese
state media amplified the unsubstantiated
claim made by Russia that Ukraine was in‐
volved in the development of biological
weapons in a network of laboratories con‐
nected to the United States. As China and
Russia have deepened their relationship, they
are aligned in spreading anti-American and
anti-NATO narratives. A commentator noted
that this “should be seen as part of a broader
project to reshape the global information
landscape to favor the Kremlin and Beijing’s
authoritarian political projects.”
Disinformation campaigns have become a
popular instrument in the domestic and for‐
eign policy toolbox of many authoritarian
regimes, such as Russia and China, as well as
countries with authoritarian tendencies – also
in the EU. The Heinrich Böll Stiftung, for ex‐
ample, found in an analysis of Hungary that
home-grown disinformation builds on local
media empires with tactics that look remark‐
ably similar to foreign disinformation. Roma‐
nia faces similar challenges, as well as Bul‐
garia, where pro-Russian Bulgarian propa‐
ganda “is related to Russia’s broader disinfor‐
mation efforts across Europe, but ultimately
serves local interests by targeting political or
business rivals or the work of civil-society
non-profits,” as the non-profit news portal
Coda Media reported. Disinformation is also
rampant in many EU candidacy countries,
such as those in the Western Balkans. While
Russia’s (and in part China’s and Turkey’s) in‐
fluence is particularly strong in several West‐
ern Balkan countries, disinformation is by no
means an exclusively externally driven phe‐
nomenon, as several studies point out. Rather,
the majority of disinformation is produced
and disseminated by domestic actors for do‐
mestic purposes, as a study commissioned by
the European Parliament found in 2021.

Technology and Disinformation
The plummeting cost of producing and dis‐
seminating information, along with the prolif‐
eration of online media channels, are signifi‐
cant drivers of disinformation. Social media
platforms such as Facebook, Twitter,
YouTube, and TikTok, as well as gaming apps
like Discord or messenger services like Tele‐
gram, are not the cause of the disinformation
environment but provide fertile ground for the
creation and dissemination of disinformation.
A meta-study from 2021 reviewing empirical
evidence found that “(a)lthough social media
is unlikely to be the main driver of polariza‐
tion, we posit that it is often a key facilitator.”
The algorithmic logic and connectedness of
social media and the cataclysm of the profes‐

sional media business model have facilitated
the rapid and enduring spread of disinforma‐
tion.
This is particularly problematic as social me‐
dia platforms increasingly serve as a source of
information for news. According to the
Reuters Institute Digital News Report 2022,
32 percent of German internet users in the age
of 18 to 24 obtain news via social media, and
for 11 percent of adult internet users, social
media is the most important news source. Es‐
pecially younger generations tend to use the
Internet – and social media in particular – as
their main source of news. The Internet was
the most important news source for about 80
percent of the 18- to 24-year-olds surveyed in
Germany. Of all information sources, social
media served as the main news source for 39
percent of this age group (2019: 22%). In
comparison, this share amounted to only
eleven percent of all online consumers sur‐
veyed (2019: 10%). Eighteen percent of the
18- to 24-year-olds surveyed in Germany at‐
tained news exclusively via social media (all
adults: 5%). According to the Digital 2022
Global Overview Report by the social media
tool Hootsuite and the agency We Are Social,
internet users aged 16 to 64 worldwide spent
an average of 2.28 hours per day on social me‐
dia platforms in 2021. In the age group 16 to
24 it is even 3.13 hours for female users and
2.43 for male users.

Advances in generative AI, such as large lan‐
guage models (LLMs) like ChatGPT, have the
potential to further exacerbate the problem as
the production of disinformation becomes
faster, cheaper, and more nuanced in its mes‐
sages. AI-based multimodal models can auto‐
mate the production of text, images, videos,
voices, and music, making disinformation
faster, cheaper, and more adaptable to differ‐
ent languages and contexts.
Disinformation can often be detected by na‐
tive speakers due to spelling mistakes, poor
syntax, or inconsistently applied dialects. The
advent of AI has the potential to substantially
enhance the persuasiveness of disinformation
messages because content can be more easily
adapted to different languages or contexts
with the help of AI. Although measures have
been implemented within ChatGPT to counter
the production of disinformation, these safe‐
guards have been found to be susceptible to
circumvention. Concerns have also emerged
regarding the production of convincing im‐
agery, as images have a powerful emotional

Disinformation has become a cause for
serious concern

The changing geopolitical environment is
expediting the threat of disinformation cam‐
paigns
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impact. Photorealistic, synthetic imagery can
stage an incident with high plausibility. Such
AI-generated images cannot be traced back to
their original source, although a fact-check
through a reverse image search helps to trace
their original appearance.
On the other hand, AI can also contribute to
increasing resilience against disinformation.
Platforms already work with automated detec‐
tion and takedown of unwanted content,
which helps to cope with the amount of con‐
tent and remove the psychological strain on
human content moderators (conversely, data
sets and algorithms, especially for AI with
ethical safeguards, still have to be annotated
and checked by human workers). AI-based
tools and LLMs can be utilized by fact-check‐
ers to identify and detect instances of disinfor‐
mation.

Challenges in the Fight against
Disinformation
Countering disinformation faces several chal‐
lenges.
1. Legal Context and Freedom of Speech:
First, liberal democracies, which usually en‐
shrine freedom of expression and information
in their basic law/constitution, are vulnerable
to disinformation “by design” as the rule of
law rightly grants individuals, the media, and
foreign actors considerable freedoms in the
production and dissemination of expression.
This also includes nonsense, deception, and,
to a certain extent, even lies if they turn out
later to be false. In Germany, for example,
there is no specific law prohibiting the dis‐
semination of disinformation. Offline and on‐
line offenses that are illegal according to the
German Criminal Code (StGB) are prohib‐
ited, such as sexual harassment and hate
speech in the form of defamation or incite‐
ment to hatred (Volksverhetzung). Accord‐
ingly, anti-semitic conspiracies are catego‐
rized as illegal incitement to hatred. However,
identifying illegal content is not always easy.
“Dog whistling” illustrates – a kind of coded
language that only the “insider” understands –
provides a good example of why it can be
difficult to identify. It is a gray area, as topics
are alluded to without explicitly naming them.
A “humorous” meme culture has developed in
the far-right around such illegal statements.
Therefore, the public largely relies on private
social media platforms and the enforcement
of their community rules. As such, the Ger‐
man Network Enforcement Act (NetzDG)
obliges social media platforms to “notice and
takedown” illegal content while maintaining
the principle of exemption from liability. The
Digital Services Act (DSA) will replace the

NetzDG and will require platforms to act
against “illegal content” in a self-regulatory
approach. What constitutes illegal content is
determined by the individual Member States.

The German state media authorities also play
an important role in countering disinforma‐
tion. However, they can only regulate teleme‐
dia with journalistic editorial contents dis‐
seminating news and political information.
The nationwide ban on Russian state media
RT in Germany, for example, was first im‐
posed by the media authority Berlin-Branden‐
burg because it had not obtained a broadcast
license. Media authorities cannot regulate so‐
cial media platforms (media intermediaries)
because they are exempt from liability for
user content.
2. Cognitive Drivers: It is important to under‐
stand the cognitive drivers that make disinfor‐
mation persuasive. People are prone to be‐
lieve falsehoods when it confirms their preex‐
isting beliefs. Believing conspiracy theories
can be a strong driver in the expression of
identity and in-group formation. This has
been shown to occur even in people with high
levels of education. Humans are also, on aver‐
age, more likely to spread false news than
truths. According to a study by researchers
from the Massachusetts Institute of Technol‐
ogy (MIT) published in Science in 2018, truth
took up to six times as long as falsehoods to
reach an audience on Twitter, and false infor‐
mation reached more people. At the same
time, some cognitive drivers also have a posi‐
tive impact on the fight against disinforma‐
tion. For example, most recipients in Ger‐
many have been found to be skeptical of news
content on social media, which also applies to
intentionally misleading stories.
3. Societal and Political Environment: Even
though a causal relationship between the con‐
sumption of disinformation and changes in
behavior and attitudes is hard to establish, dis‐
information has an impact above all where
there is a fertile breeding ground, such as in
highly polarized societies and countries with
ethnic tensions. A partisan media landscape
that propagates home-grown disinformation,
as well as low levels of trust, further increases
vulnerability to disinformation. A diverse,
high-quality, independent, and trusted media
system acts as a shield against disinformation.
It contributes to ensuring that citizens have
access to a broad range of viewpoints and re‐
duces the influence of specific interest groups.
Especially public service media have been

found to do a good job of increasing demo‐
cratic resilience.

Regulatory Approaches in the
EU
The first policy actions by the EU were
launched in the course of Russia’s invasion of
Crimea in February 2014. At an EU summit
in March 2015, EU state leaders assessed the
annexation of Crimea as illegal and stressed
“the need to challenge Russia‘s ongoing dis‐
information campaigns.” In the same year, the
East StratCom Task Force was founded as a
part of the Strategic Communications and In‐
formation Analysis Division of the External
Action Service (EEAS) with the objective of
countering Russia’s ongoing disinformation
campaigns. It hosts the website “EU vs. Dis‐
info,” where it publishes trends and narratives
based on Russian media monitoring, pro‐
motes EU policies in the Eastern Neighbor‐
hood countries, and aims to strengthen pro-
European media outlets in the region. The
“Action Plan on Strategic Communication,”
which was prepared by the European External
Action Service (EEAS) and published on
June 22, 2015, proposed three objectives:
First, “effective communication and promo‐
tion of EU policies and values towards the
Eastern neighbourhood,” second, the support
of “independent media” within Member
States and in the Eastern neighborhood and
third, “increased public awareness of disinfor‐
mation activities by external actors, and im‐
proved EU capacity to anticipate and respond
to such activities.” In April 2016, the adoption
of a “Joint Framework on Countering Hybrid
Threats” marks a more consolidated Euro‐
pean agenda towards foreign actors and secu‐
rity. The “Action Plan against Disinforma‐
tion” of December 5, 2018 stresses the need
to intensify strategic communication cam‐
paigns, strengthen the East StratCom‘s data
analysis skills, and create a “Rapid Alert Sys‐
tem“ on disinformation that facilitates the
communication between Member States and
EU institutions in this matter. The latter was
established in March 2019.

As the governance of private platform compa‐
nies significantly determines how success‐
fully disinformation content spreads, the EU
has also intensified its regulatory efforts in
this regard. Platform providers have, so far,
largely not been held responsible under the li‐
ability exemption. This means that under cur‐
rent legislation in the EU, all “providers of in‐

formation society services,” including social
media platforms, are freed from responsibility
for third-party content if they are not aware of
illegal activity or content. The liability ex‐
emption goes so far that in accordance with
the e-Commerce Directive, Member States
are prohibited from imposing a general obli‐
gation on platform providers to monitor con‐
tent for illegal activities actively. While this
safeguard enhances freedom of expression
and independence from state intervention, it
also places constraints on combating illegal
activities.
In 2018, the EU established a voluntary Code
of Conduct on Disinformation, which was
strengthened in 2022. The Code, which to
date has 34 signatories, obliges platforms to
de-monetize advertising that includes disin‐
formation, label political ads, grant indepen‐
dent researchers more access to platforms’
data, and cooperate with fact-checking insti‐
tutions, among other obligations (i.e., review‐
ing measures to reduce fake accounts, bot-
driven amplification, and deep fakes). The
signatories also commit to publish reports on
how they are tackling online disinformation.
The first, which was due in February 2023,
was, however, met with considerable criticism
by civil society organizations. For example,
the European Fact-Checking Standards Net‐
work (EFCSN) found that “the platforms have
fallen short of their commitments.”
In addition, the DSA, implemented in 2022
with effect as of February 2024, requires large
platforms to implement clear terms of service
and transparent content moderation policies.
They also have to establish efficient com‐
plaint-handling mechanisms, empowering
users to report problematic content. Indepen‐
dent authorities will monitor platforms’ com‐
pliance with the new rules. However, the DSA
maintains the liability exemption, i.e., the
general principle that platform providers are
not responsible for, and therefore not obliged
to act on, hosted content that is illegal or may
cause harm.
The EU is also working on the “Proposal for
a Regulation on the Transparency and Target‐
ing of Political Advertising” (published in
2021, it is currently in the trilogue phase be‐
tween the Commission and Council). The leg‐
islation is motivated by the exploitation of tar‐
geted and covertly financed advertising to so‐
cial media users and aims at mitigating risks
of electoral interference. As such, it intends to
limit the use of personal data for political ad‐
vertisements, prohibits certain forms of tar‐
geting, and aims to impose transparency obli‐
gations on providers of political advertising
services. The proposal strikes a sensitive bal‐
ance between freedom of expression and

With generative AI, the production of disin‐
formation becomes faster, cheaper, and
more nuanced in its messages

AI can also contribute to increasing resili‐
ence against disinformation
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countering disinformation. It is planned to be
implemented before the elections to the Euro‐
pean Parliament in 2024.
The proposed EU Artificial Intelligence (AI)
Act is intended to decrease harm from AI-
based systems, including language models
and generative AI like ChatGPT. It introduces
a governance structure to hold risky AI-based
systems deployed in the EU accountable to
protect fundamental rights, democracy, the
rule of law, and safety. However, it is impor‐
tant to note that topics with societal ramifica‐
tions and the potential to undermine democ‐
racy are not explicitly included within these
provisions. Therefore, the AI Act has been
criticized for falling short in countering infor‐
mation manipulation.

Last but not least, the proposed European Me‐
dia Freedom Act (EMFA) touches upon the
issue of disinformation as it aims to increase
users’ access to quality content on social me‐
dia. It aims to ensure media pluralism and ed‐
itorial independence, including stable funding
of public service media and the transparency
of media ownership. It also targets very large
online platforms’ (VLOPs) gatekeeping
power over access to the content of traditional
media. Once implemented, the act will also
increase the leverage of national media au‐
thorities, who will form an oversight board at
the EU level.

The Way Forward
Although awareness of the dangers of disin‐
formation is growing rapidly, the preceding
overview shows that a more effective and co‐
ordinated response is needed to safeguard the
foundations of liberal societies. As such, con‐
crete measures against disinformation must
always be viewed as part of a broader societal,
economic, and political framework.
Beyond Fact-Checking: Initiatives to fact-
check and debunk false news must not only
continue but be strengthened. At the same
time, it is important to keep in mind that these
efforts are not effective in every case due to
cognitive drivers. Thus, measures need to ac‐
count for the motivations of individual media
user groups. An interesting approach is the
project “Der Fabulant” from the news portal
Hessenschau, which belongs to the German
television and radio broadcasting company
Hessischer Rundfunk. The state-funded
project provides humorous contributions to
conspiracy narratives with the aim of debunk‐

ing them. However, such initiatives need to be
better tested in terms of impact.
Beyond Debunking: Debunking and pre‐
bunking are two valuable approaches in com‐
bating disinformation. Debunking involves
the systematic identification and exposure of
false or misleading information, providing ev‐
idence-based corrections to falsehoods that
have already been disseminated. This ap‐
proach helps to restore accuracy and mitigate
the spread of disinformation. Pre-bunking fo‐
cuses on proactively inoculating individuals
against disinformation by providing them
with the necessary tools to recognize and re‐
sist false narratives before they encounter
them. By preemptively exposing people to the
techniques and strategies employed in disin‐
formation campaigns, pre-bunking empowers
individuals to critically evaluate information,
fostering resilience against manipulation. By
combining debunking and prebunking strate‐
gies, government institutions that engage in
public communication can effectively counter
disinformation and minimize its harmful
effects on individuals and democratic pro‐
cesses.
Media Literacy and Education: Complex
digital information environments require spe‐
cial skills to navigate them. Media and Infor‐
mation Literacy (MIL) has been found to be
one of the main solutions against the threat of
disinformation in democracies, as these skills
encompass the ability to access, analyze, eval‐
uate, and create media. MIL should be inte‐
grated into school curricula, extended to
higher education and formal training, and
draw inspiration from successful initiatives in
countries like Finland, the Baltic states, and
Estonia. Innovative approaches need to be de‐
veloped that cater to diverse societal groups,
including marginalized populations, and ad‐
dress private media consumption and the
needs of out-of-school adults. Periodic #EU‐
vsDisinfo Hackathons could be a format to de‐
velop creative and competitive MIL ideas.
AI Literacy: MIL must keep pace with tech‐
nological developments. As such, they should
educate users about the functioning,
strengths, limitations, and capabilities of gen‐
erative AI. Critical thinking skills enable citi‐
zens to discern and evaluate chatbot-gener‐
ated responses or photorealistic imagery bet‐
ter.
Research: Society needs to invest in research
and data collection to improve understanding
of the structure, scope, spread, and impact of
disinformation. This requires access for re‐
searchers while respecting users’ privacy
rights. Their knowledge should inform and
shape targeted strategies against disinforma‐
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tion. Collaboration between academic institu‐
tions, research organizations, and policy-mak‐
ers, are more promising than siloed ap‐
proaches.
Platform Responsibility: Platform compa‐
nies must take on greater responsibility for
content moderation. While they should take a
more assertive approach in fighting disinfor‐
mation, they also must avoid over-blocking.
For example, Ukrainian journalists’ fact-
checking was falsely considered as hate
speech by some social media platforms,
which undermines constructive efforts. Pre‐
cise and transparent guidelines, as well as
complaint processes, must be established to
ensure consistent and impartial decision-mak‐
ing regarding content removal. In addition,
abilities in non-anglophone languages and un‐
derstanding of cultural contexts need to be
significantly improved.
Governance: Measures against disinforma‐
tion must be integrated into the institutional
fabric of governance at all levels. This ensures
continuous adaptation and evolution of strate‐
gies to counter disinformation in a rapidly
changing landscape.

Civil Initiatives: Civil initiatives have made
notable progress by developing innovative
and effective approaches. However, they fre‐
quently encounter difficulties due to limited
and short-term funding. It is essential to eval‐
uate these initiatives and provide continuous
funding to institutionalize successful projects
while ensuring their independence from state
influence.
Collaboration and International Coopera‐
tion: Strengthening transnational collabora‐
tion with EU partners and other countries is
vital for a unified and effective response to
disinformation, as disinformation often
spreads across borders. It is crucial to ex‐
change best practices and lessons learned and
coordinate efforts to counter cross-border dis‐
information campaigns.

The Aspen Institute Germany would like to thank intern Frances Eden for her valuable
contribution to the fact-checking process.

https://www.aspeninstitute.de/digital-program/democracy-2-0-strengthening-liberal-values-in-the-ages-of-digital-disruption/

